Transfer Learning vs. Batch Effects: what can we expect from neural networks in computational biology?
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Abstract

The diverse applications of deep learning in computational biology include single-cell microscopy image analysis and prediction of transcription factor binding from DNA sequence. Although it is clear that CNNs and their derivatives will revolutionize these fields, it is not yet clear to what extent deep models will be transferred, reused or retrained for each application. For single cell identification/segmentation in microscope images, one study found remarkable generalization capacity of a mask-RCNN: with no parameter tuning, performance across microscopy datasets is competitive with conventional methods that have been highly tuned for each dataset. This type of generalization implies that a single model can be deployed over the web for all users. On the other hand, for protein subcellular localization classification in images, there is evidence for sensitivity to ‘batch’ or ‘out-of-sample’ effects, such that performance degrades on test sets taken at different times and on different instruments. We discuss similar issues in deep learning methods applied to transcription factor binding. We conclude that the issue of when models can generalize and when they must be retrained is largely unexplored, but will be critical in shaping how deep learning is applied to computational biology.

Introduction

Given the encouraging results of deep learning applications in many areas of computational biology\(^1\), the widespread adoption of these techniques into mainstream bioinformatics methods seems likely. However, it is currently unclear what the future deep computational biology will look like. Recent perspectives emphasize the importance of model complexity and “big data”\(^2\), \(^3\). These models require extensive compute resources and expertise to train. Current practice in the IT industry is that only a few large players design and train the state-of-the-art models, and then these are deployed by others in applications through programmatic interfaces\(^4\), \(^5\). Smaller, niche-specific problems are solved by either transferring directly or “fine-tuning” based on pre-trained model designs and parameters. There are conflicting reports about the efficacy of these strategies, exemplified by results from classification of natural images: on the one hand, models trained on large datasets have shown remarkable generalizability to other problems in image analysis, such that direct use of pre-trained models (so-called “transfer learning”) on new problems is a key baseline for any new method\(^6\). On the other hand, recent research suggests that at a quantitative level, classification results obtained are not generalizable to even to new datasets that have been constructed to be similar to the originals\(^7\). Given the well-appreciated batch effects and other biases in large biological datasets\(^8\), it is likely that similar issues will arise in computational biology applications as well: deep, non-linear encoders have unprecedented power to capture subtle biological signals, but may also have unprecedented sensitivity to subtle data distribution non-stationarity, batch effects, imbalance, etc. Indeed “batch” effects were given as motivation for the release of a new collection of microscopy images\(^9\) and associated competition\(^10\).

It is currently unclear how to design deep learning methods for biological data so that they can generalize to data from new experiments that were not available during the training process. Key questions surrounding design decisions that may affect generalizability include: training data size and diversity, architecture depth and complexity, supervised vs. unsupervised training, data augmentation procedures
and losses. Here we review some recent findings that relate to generalizability vs. sensitivity to out-of-sample effects. We first focus on analysis methods for high-throughput microscopy image datasets, where convolutional neural networks have easily achieved state-of-the-art performance[1]. We then discuss possible generalization issues for deep learning approaches to functional genomics data, and finally a recent attempt to use deep language models to predict protein structure.

**Conflicting results from single cell image analysis: remarkable generalizability for cell segmentation, but not for classification**

Two key problems in single cell microscopy image analysis are cell segmentation and classification. The first task is simply to identify the cells or nuclei (often based on a nuclear or cell periphery stain or marker). Like many classical problems in image analysis, when the number of cells is larger than a handful and not known *a priori*, and when cells may be clumped together, dividing or touching, solutions are sensitive to changes in signal-to-noise, lighting, magnification, etc. As expected, UNets[11] easily achieved state-of-the-art performance on nucleus identification in fluorescence images[12] but the authors noted large performance drops when testing on new datasets that were collected by different labs with different instruments[12]. These results indicated that generalization appears to be a significant challenge for deep learning methods.

On the other hand, at least two highly general methods have been reported. Cell segmentation was the subject of a 2018 Kaggle competition[13], and the top-ranking approaches trained mask-RCNNs, an advanced CNN-based model (developed to segment objects in natural images[14]), on a diverse collection of microscope images of mostly mammalian cells with segmented nuclei. Remarkably, (at least) one of these models had unexpected generalization capacity to identify yeast cells: with no parameter tuning at all, it outperformed conventional segmentation methods (based on 2D-HMMs and watershed refinement[15]) that had been developed and trained specifically for high-throughput yeast fluorescence microscopy image collections (Table 1). In addition, the mask-RCNN (which was named YeastSpotter[16]) obtained competitive accuracy on several benchmark datasets with tools for segmenting yeast cells in brightfield images, all of which had to be tuned to obtain good results for each dataset[17]. Unpublished results[18] suggest that similar generalization capacity may be possible for human cells, such that a single method can identify cells in any type of images (although this method has not yet been evaluated on out-of-sample datasets.) These methods have been made available as webtools, offering the first truly general microscope image segmentation to biologists: users simply upload images and obtain results.

Although it is not currently clear whether the more sophisticated architectures (mask-RCNNs vs. Unet) or differences in the training data diversity or augmentation are responsible for the observed differences in generalization capacity, these recent results suggest that, at least in principle, deep-learning methods can provide unprecedented generality in single cell identification in microscope images.

**Table 1.** Of-the-shelf transfer learning for a mask-RCNN on fluorescent yeast micrographs (from[16])

<table>
<thead>
<tr>
<th>Method</th>
<th>Ellipses Matched</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Correlation</th>
<th>Run Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>YeastSpotter</td>
<td>97.5%</td>
<td>1.58</td>
<td>0.99</td>
<td>0.969</td>
<td>1172</td>
</tr>
<tr>
<td>Engineered</td>
<td>92.3%</td>
<td>1.41</td>
<td>1.21</td>
<td>0.928</td>
<td>13851</td>
</tr>
<tr>
<td>CellProfiler</td>
<td>89.0%</td>
<td>2.23</td>
<td>1.80</td>
<td>0.876</td>
<td>231</td>
</tr>
</tbody>
</table>

Percent of manual ellipses with a matched single-cell segmentation within 10 pixels, the mean and standard deviation of distance (in pixels) between the centers of the manual ellipse and segmentation, the correlation between their areas, and the time (in seconds) to process the evaluation image set (68 images). YeastSpotter is a mask-RCNN trained to identify nuclei used “off-the-shelf” on yeast images that do not
resemble any images in its training set. Engineered is a method designed for this dataset[15] and CellProfiler[19] is a field standard general microscope image analysis package.

CNN-based methods have also easily achieved state-of-the-art performance in single cell classification[1], another widely studied problem in microscopy image analysis. In this problem, batch-effects are well-known. In one of the first applications of deep learning to single cell image data, an 11-layer CNN (DeepLoc) was trained to classify yeast cells into subcellular localization classes[20]. While some transfer capacity to a different dataset was reported, retraining using labelled data for each class was required for reasonable performance. In human cell phenotype classification, authors reported significant challenges due to batch effects in generalizing their classification results, even within the same dataset[21]. A recent study designed to directly test generalization of classifiers used a large, diverse dataset of mouse cells from 7 localization classes (COOS-7 [22]). In this dataset, out-of-sample (different days, microscopes, etc.) and within-sample (random subset) test image datasets of the same cells were compared directly to test generalization capacity. While, overall, CNN-based methods show the highest classification accuracies, they still suffer performance degradation when the test set is from a different sample than the training data (Table 2). We emphasize that this is not due to simple “overfitting” because even the within-sample test set is unseen during training. Thus, unlike for single cell segmentation, in single cell classification, highly generalizable models have not yet been obtained.

Table 2. Class-Balanced Error (%) of classification models on out-of-sample tests (from[22])

<table>
<thead>
<tr>
<th>Method</th>
<th>Train</th>
<th>Test1</th>
<th>Test2</th>
<th>Test3</th>
<th>Test4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised (DeepLoc)</td>
<td>1.2</td>
<td>1.2</td>
<td>1.5</td>
<td>7.4</td>
<td>5.4</td>
</tr>
<tr>
<td>Transfer (VGG16)</td>
<td>2.8</td>
<td>3.9</td>
<td>3.9</td>
<td>8.0</td>
<td>6.8</td>
</tr>
<tr>
<td>Self-Supervised (PCI)</td>
<td>1.0</td>
<td>1.4</td>
<td>1.7</td>
<td>9.2</td>
<td>7.4</td>
</tr>
<tr>
<td>Texture features</td>
<td>6.4</td>
<td>6.8</td>
<td>6.5</td>
<td>12.0</td>
<td>12.1</td>
</tr>
</tbody>
</table>

Comparison of best performing classifiers on COOS-7. ‘Train’ is a diverse training set of >41k images, ‘Test1’ is a within-sample randomly held out set of 10k images, and Test2, Test3 and Test4 are sets of >15k images each from other imaging wells, days and microscope. DeepLoc is an end-to-end 11-layer supervised CNN-based classifier[20]. Transfer learning following [23] using a L1-logistic regression classifier on the second layer of the 4th convolutional block of VGG16 features. For self-supervised, the features from the 3rd convolutional layer of a CNN trained using Paired-Cell-Inpainting (PCI,[24]) were used in an L1-logistic regression classifier. Texture features are classical rotation-invariant features used for microscopy image analysis used as input to an L1-logistic regression classifier. In each case, the models were trained only on the training data set, and for the unsupervised methods, L1 logistic regression was the best performing classification strategy.

Generalization may be a challenge for deep-learning models for transcription factor binding

One area where deep models have achieved state-of-the-art performance in genomics is the prediction of protein-DNA binding based on in vivo and in vitro binding data [25]. Architectures have been comprehensively tested, and performance on held out data from a different assay was reported[25]. Although the two assays are not directly comparable (there may be bona fide biological differences in binding), and only three datasets were compared, the results are consistent with substantial performance decreases when test data are derived from other experiments (Table 3).

Table 3. Average AUC over 3 transcription factor binding prediction models (from[25])

<table>
<thead>
<tr>
<th>Method</th>
<th>Same assay</th>
<th>Different assay</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepBind</td>
<td>93.5</td>
<td>88.7</td>
</tr>
<tr>
<td>ECBLSTM</td>
<td>95.9</td>
<td>91.3</td>
</tr>
</tbody>
</table>
DeepBind[26] was among the first neural network methods for prediction of binding and ECBLSTM is a top-performing method based on an advanced language-model from a recent systematic comparison. ‘Same assay’ is the results of training and testing models on ChIP-seq data, while ‘Different assay’ trains models on SELEX data and tests them on ChIP-seq data.

A closely related problem is prediction of cell-type specific transcription factor binding. The ENCODE-DREAM challenge asked participants to predict transcription factor binding in diverse cell types using genome sequence, DNAase-seq and RNA-seq[27]. Among the best performing methods in the ENCODE-DREAM challenge were discriminative approaches related to regression or ensemble discriminative classification approaches[28]. These results are surprising because the subtle syntax of enhancers (e.g., [29]) should give deep, non-linear encoders a clear advantage over conventional approaches. As described above, CNN-based methods have shown state-of-the-art performance in closely related problems for similar datasets, although they were often evaluated in their ability to discriminate bound sequences from randomized sequences [25], thus balancing the classification problem and improving the signal to noise relative to genomic sequences. Taken together, although the question of generalization has not been explored directly, these reports suggest that generalization to new, diverse genomic datasets may be a challenge for deep learning methods in functional genomics.

**Discussion and outlook**

Large-scale biological data contain experimental and biological nuisance variation that, when inconsistent across experiments, impacts generalization performance. These so-called covariate shifts, out-of-sample or batch effects have been addressed to some extent in classical statistical approaches [8]. Unlike conventional statistical or model-based machine learning approaches, however, optimizing the hyperparameters of supervised deep learning models requires extensive data and computational resources.

Here we have focused on some initial results relating to these issues in deep-learning applications in microscopy image analysis and transcription factor binding prediction. Even less is known in other applications of deep learning in computational biology. However, a recent study reported end-to-end protein structure prediction based on amino acid sequences[30]. This study included evaluations on predictions of several CASP competitions, but trained hyperparameters on only one. This leaves the results of the other competitions as tests of generalization. Interestingly, this study suggests lower performance on the other competitions, where hyperparameters were not optimized[30]. Once again, we emphasize that this is not overfitting: the test data are always withheld from the model at training time. This report highlights the difficulty of the issue: although the forward pass through the trained deep learning method is millions of times faster than the conventional competitors, the hyperparameters of the model were not optimally tuned for each dataset due to computational resource constraints[30]. The difficulty in optimizing supervised deep learning models suggests that out-of-sample generalization should ideally be incorporated in model design. Unfortunately, seemingly related machine-learning research on meta-learning and domain adaptation has not yet revealed clear direction about which design decisions affect generalizability.

In at least one case, a highly generalizable single cell identification model has been reported[16], suggesting that one-model-fits-all is an attainable goal for some classic problems in computational biology. The extent to which this will be possible for other problems is an open question. Ultimately the generalization capacity of models may shape whether computational biology converges to a small number of big, universal models, or a large number of small models, each trained for new datasets.
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