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1 Introduction

Sequencing-based assays can measure many types of genomic biochemical activity, including transcription
factor binding, histone modifications and chromatin accessibility. These assays work by extracting DNA
fragments from a sample that exhibit the desired type of activity, sequencing the fragments to produce
sequencing reads and mapping each read to the genome. Each of these assays produces a genomic signal—
that is, a signal that has a value for each base pair in the genome. Examples include ChIP-seq measurements
of transcription factor binding or histone modification and measurements of chromatin accessibility from
DNase-seq, FAIRE-seq or ATAC-seq. The natural unit of sequencing-based assays is the read count: the
number of reads that mapped to a given position in the genome (after extending and shifting; see Methods).

Read counts of genomic assays have a nonuniform mean-variance relationship, which poses a challenge to
their analysis. For example, a locus with 1,000 reads in one experiment might get 1,100 reads in a replicate
experiment by chance, whereas a locus with 100 reads might usually see no more than 110 reads by chance
in a replicate. This property means that, for example, the difference in read count between biosamples is a
poor measure of the difference in activity. To handle this issue, most statistical models of genomic signals—
such as those used in peak calling—model the mean-variance relationship of read counts explicitly using, for
example, a negative binomial distribution [21,1, 18, 8,22, 16, 10,9, 7,19, 23].

However, negative binomial models are challenging to implement and optimize, so many methods resort to
Gaussian models. Two prominent examples include segmentation and genome annotation (SAGA) methods,
such as Segway or IDEAS [11,12, 2,24, 25|, and imputation methods such as ChromImpute, PREDICTD and
Avocado [6,20,4]. In the former example, many SAGA methods use a Gaussian distribution to model the
distribution of genomic signals given a certain annotation label (others binarize signal [5] or use a negative
binomial read count model [17]). In the latter example, imputation methods optimize a mean squared error
(MSE) objective function, which is equivalent to log likelihood in a Gaussian model.

Most Gaussian-based methods employ a variance-stabilizing transformation to handle the nonuniform
mean-variance relationship. They most commonly use the log or inverse hyperbolic sine transformations
(asinh), which have the formulae log(x 4 ¢) for a constant ¢ (usually 1) and asinh(z) = log(z + Va2 + 1)
respectively [13].

Variance-stabilizing transformations are also required for visualizing genomic signals. As previously noted,
Euclidean distances in a 2D plot correspond to log likelihood in a Gaussian model, so a nonuniform mean-
variance relationship complicates visualization. Therefore, most visualizations of genomic signals such as
genome browsers [14] employ a variance-stabilizing transformation such as log.

Despite the widespread use of log and asinh transformations to stabilize variance, to our knowledge, no
work has evaluated whether they in fact do so. The use of these transformations assumes that the signals
have a specific mean-variance relationship (Methods). Here we show that, for many genomic signals, this
assumptions is violated and thus existing transformations do not fully stabilize variance (Results). To solve
this issue, we present VSS, a method that produces variance-stabilized genomic signals. VSS determines
the empirical mean-variance relationship of a genomic signal by comparing replicates. It uses this empirical
mean-variance relationship to produce a transformation function that precisely stabilizes variance.

The idea of VSS and preliminary results were presented as a poster at MLCB 2019. In this manuscript,
we present new results from comprehensive evaluation of VSS, including the variance instability metric and
an evaluation of how using VSS units as input to the SAGA algorithm Segway influences its results.

VSS source code is available at
https://github.com/faezeh-bayat/Variance-stabilized-units-for-sequencing-based-genomic-signals.
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2 Methods

2.1 Identifying the mean-variance relationship

Our variance-stabilizing transformation depends on determining the mean-variance relationship for the input
data set. We learn this relationship by comparing multiple replicates of the same experiment. We designate
two replicates as the base and auziliary replicates, respectively. The following process is iterated for all
possible choices of base and auxiliary (see below).
Let the observed signal at position ¢ be xEl) and :EEQ) for the base and auxiliary replicates respectively.
Our model imagines that every position 7 has an unknown distribution of sequencing reads for the given
assay x;, which has mean u; = mean(z;). We further suppose that there is a relationship o(y) between
the mean and variance of these distributions. That is, var(z;) = o(u;)?. We are interested in learning o (u).
1) _ (22
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Observe that z; is an unbiased estimate of y;, and that (x; is an unbiased estimate of o(u;)?. We

use this observation to estimate the function o(u) as follows

We first sort the N genomic positions ¢ € {1... N} by the value of 3:1(-1) and define bins with b genomic
positions each. Let I; C {1...N} be the set of positions in bin j. For each bin j, we compute p; =

1/b Zze] x( ) and 0 =1/b Zze] (x; (2) — ;)% To increase the robustness of these estimates, we smooth
across bins by deﬁnmg
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That is, we take the weighted average of 2w + 1 bins centered on j, where bin j + k has weight 2°%/8_ 3
is a bandwidth parameter—a high value of 8 means that weight is spread over many bins, whereas a low
value means that weight in concentrated on a small number of bins. We define the window size w such that
it includes bins with weight at least 0.01; specifically, w = —10g(0.01)/blog(2).

We used a smoothing spline to fit an estimated mean-variance curve ().

A smoothing spline estimator implements a regularized regression over the natural spline basis. We fit a
function &(u) using the estimated values of ;. The spline coefficients w are selected to minimize

minimize (1 — p) ij(ﬁj —6(py))” +p/ (dei(f))Qdﬂf,

where p and & are a set of observations obtained from mean-variance data points. Variables &(u), w, p
represent smooth spline curve, weight coefficients and smoothing parameter respectively. The variable p
parameter varies between (0, 1] such that p = 0 results in a cubic spline with no smoothing, and when p
approaches zero the result is a linear function.

To find the optimum value of spar parameter (p), first the smooth.spline function is called by activat-
ing the cross-validation in the smooth.spline (CV=TRUE). Following the cross-validation procedure, spar
parameter is returned as the smoothing factor. We identified the optimal curve using the R function call
smooth.spline(means, sigmas, spar=p). This process assumed a fixed choice of base and auxiliary repli-
cates. We repeat this process for each possible choice of base and auxiliary replicates (that is, for M replicates,
the process above is repeated M (M — 1) times) and aggregate sufficient statistics across all iterations to
produce an aggregated & (u).

Calculating variance-stabilized signals Having learned the mean-variance relationship, we compute
VSS using the variance-stabilizing transformation [3]

C/ —du (2)

where o(x) is the standard deviation of a variable with a mean of x which in our method, z is the weighted
mean, and C' can be any constant. This transformation is guaranteed to be variance-stabilizing; that is,
var(t(x;)) is constant for all genomic positions i.
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3 Results

3.1 Genomic signals are not variance-stabilized

To evaluate whether existing units for genomic signals have stable variance, we computed the mean-variance
relationship for a number of existing data sets (Figure la). As we expected, we found that the variance
has a strong dependence on the mean; genomic positions with low signals experience little variance across
replicates, whereas positions with high signals experience much larger variance. Moreover, the relationship
does not match that expected by the currently-used log(z+1) and asinh(x) transformations. A transformation
implicitly imposes a specific mean-variance relationship; the inferred variance for a given value equals the
inverse of the derivative of the transformation (Methods). For example, the former transformation assumes
a linear relationship (Methods). The observed mean-variance relationship does not precisely match the
relationships assumed by either transformation, indicating that neither of these transformations is fully
variance-stabilizing. The observation that existing transformations are not variance-stabilizing was confirmed
when we quantified this fit (Figure 1b). A transformation implicitly assumes that a data set has a specific
mean-variance relationship; for example, a log transform assumes a linear mean-variance relationship. To
measure the accuracy of a variance estimate, we used the log likelihood of a given mean-variance relationship
estimate, which is maximized when the inferred variance equals the variance of the data. As expected, we
found that a uniform variance model implied by using untransformed signals had a poor likelihood (average
log density of —1.9), reflecting non-uniform variance (Figure 1b). We found that the variance estimates from
the log(FE + 1) and asinh(FE), where FE is the Fold enrichment signal, greatly improved the likelihood
(average log density of —1.3 and —1.5 respectively). However, we found that mean-variance relationship
learned by VSS had much better likelihood (average log density —1.2) than either transformation, indicating
that the learned curve successfully models the mean-variance relationship of the data (Figure 1b).

3.2 Differences between replicates are stabilized after transformation

To measure whether a given transformation stabilizes variance in a given signal data set, we defined the
variance-instability metric. This metric is defined as the variance of mean squared between-replicate differ-
ences across bins defined by signal value. Signals with unstable variance will have a large value for this metric.
We found that signals transformed using VSS have better variance stability than either untransformed sig-
nals or signals after alternative transformations (Figure 1c). Fold enrichment (FE) signals transformed by
either log(z + 1) and asinh(z) on had an average of 1.8 variance instability, whereas VSS have instability of
1.5.

3.3 VSS signals improve segmentation and genome annotation (SAGA) algorithms

To evaluate the efficacy of transformed signals as input to Gaussian models, we use segmentation and
genome annotation (SAGA) as an example. Segmentation and genome annotation algorithms are widely
used to integrate genomic data sets and annotate genomic regulatory elements [11,12, 2,24, 25]. Following
previous work [24, 15], we evaluated the quality of an annotation by the correlation between the label of a
gene body and whether that gene is expressed as measured by RNA-seq. We evaluated this correlation across
multiple cell types and model initializations. We believe that high quality input signals will lead to a high
quality annotation. We used the SAGA algorithm Segway [11] annotation for this analysis.

We found that using variance-stabilized signals from VSS improves annotations produced by SAGA
algorithms (Figure 1g-1). As had been previously observed [11], using non-stabilized fold enrichment (FE)
signal results in poor performance (mean r2=0.47, Figure 1j). To account for this, Segway recommends using
an asinh transform; doing so substantially improves performance (mean 72=0.57, Figure 1j). VSS produces
similar results to asinh on FE data (mean r2=0.57, p = 0.28). However, VSS outperforms asinh when using
raw or log Poisson p-value (LPPV) as the base signals (p = 0.028 and p = 0.007 respectively, paired one-
sided Wilcoxon rank-sum test). Likewise, VSS outperforms a log transformation for FE and LPPV signals
(p = 0.023 and p = 0.013 respectively). This improvement likely results from the fact that VSS stabilizes
variance in all cases, whereas asinh does so only when data sets happen to have a specific mean-variance
relationship.



4 F. Bayat et al.

(@)
H3K4me3 GMO06990
15 s
P
. THBK4mE3 HSMM
//’44 H3K27ped H1-hESC
" o P
- L.
g (;(" P -13Kames H1-hESC
= -
(7]
5
o}
[5) 1 2 3 4 5
Mean
(d) No transformation (FE)
20
g o
S
o
b4
= 10
T
k=
c
3
s 5 (]
. .
0 1000 2000 3000 4000 5000
Replicate 1 quantile
(g) Base unit: Fold enri (FE)
~ ———
S 0
=3 .le
S H —
a H
3~
58 39
3 5
=
oS 5 B
g z{ 7 ¥
cE g i
N — * i
R -
g5 39
S c
S <
58 0.023
§3 29 1.75e-06
2 _
£ 028 ,
o . WY .
T T T T
asinh(FE) FE log(FE+1) VSS on FE
Transformation methods
(J) Base unit: Fold (FE)
g —
= 06
0!
2
o
o
£ /
§5~ 05 Methoc
2 T ~ asinh
s - FE
2 ~ log(F
o - VSS
§8 o
3
8
[rd
5.
03 /

12

4 [

Number of features (K)

=

Average error in mean-variance fit =

Mean(t(r1)-t(r2))"2

=

Fraction of variance in gene expression

z

explained by annotation (r2)

Fraction of variance in gene

(r2)

by

T T
log(Raw-+1) Raw VSS on Raw

Transformation methods

T
asinh(Raw)

Base unit: Raw signals (Raw)

Method
~ asinh(Raw)
- log(Raw-+1)
< Raw

~ VSS on Raw

12

4 g

Number of features (K)

Base unit: Fold enri (FE) (c)
15 3o
T c
3 58
H 52
T 10 :E
H £3
g 53
I os zZE
0.0
> & N &
&\3‘0 < & R
& & &
Signal transformation methods
Log transformation (f)
0.75
o~
: =
HED
0.50 4 bt
L g
EH =
<
&
o
0.25 =
0.00
0 1000 2000 3000 4000 5000
Replicate 1 quantile
. . (i)
Base unit: Raw signals (Raw)
8 s .
s
s 3
iy 8~
£ i gs
‘ dc 3
& o2
e | o
s 35
€€ 3
g 33
s 7 = 23
s Lo
590 @
g - St °
3 58
<2.71e-05 .S 3 N
g4 ' 5 °
3 5 8
w

2

by

Fraction of variance in gene

o

5
.0
.5°
0.0-

Base unit: Fold (FE)

Qf\\
§
&

&
S
®

Signal transformation methods

VSS

0 1000 2000 3000 4000 5000
Replicate 1 quantile
Base unit: log Poisson p-value (LPPV)
==
t
.0016
0.013 i
0.007 .
T T T T
asinh(LPPV)  log(LPPV+1) LPPV VSS on LPPV.
Transformation methods
Base unit: log Poisson p-value (LPPV)
06 — =
05 p
T Method
04 ~ asinh(LPPV)
= log(LPPV+1)

= VSSonLPPV

4 g 12

Number of features (K)

Fig. 1. General schematic of the VSS method. (a) Learned mean-variance relationships for several data sets.
Horizontal and vertical axes denote mean and standard deviation respectively. (b) Goodness of fit to the mean-
variance relationship averaged across experiments on Fold enrichment signals, measured by Gaussian log likelihood.
Lower values of negative log likelihood indicates better fit. (¢) Variance instability score averaged across experiments on
Fold enrichment signals. Lower values indicate more stable variance. (d,e,f) Variance instability plots of transformed
signals. Signals with stable variance show a flat (constant) trend on this plot; a trend (increasing or decreasing)
indicates unstable variance. (g,h,i) and (j,k,1) Evaluation of annotations relative to gene expression on Fold enrichment,
raw and P-value signals respectively. Vertical axis is the fraction of variance in gene expression explained (r2). (g,h,i)
Horizontal axis are the transformation methods. (j,k,1) Horizontal axis is the number of features or states in a given

model respectively (k).
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